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Teaching
Course Course Name Scheme Credits Assigned
Code (Hrs/week)
L T P L T P | Total
4 - -- 4 - -- 4
. Examination Scheme
CPC801 Data Warehouse and Mining ISE MSE ESE
10 30 100 (60% Weightage)

Pre-requisite Cour se Codes CSC404 (Database Management System)
CPC603 (Distributed Database)

At end of successful completion of this course, student will be able to

CO1 | Discuss the need of data warehouse and the concepts of data warehousing.
CO2 | Describe the ETL process and illustrate the OLAP operations
Course — . .
Outcomes CO3 | Express the concepts of data mining, data exploration , preprocessing
CO4 | Apply algorithms in data mining and data warehousing; assess the streng
weaknesses of the algorithms, identify the application area of algorithms
Module Topics Ref. Hrs.
No.
1 Introduction to Data War ehousing 1,3 04

The Need for Data Warehousing; Increasing Demand
Strategiclnformation; Inability of Past Decision Support Syst
Operational V/sDecisional Support System; Data Wareh
Defined;Benefits of DataWarehousing;Features of a I
Warehouse; ThelnformationFlowMechanism;Role  of  Metad
Classification of Metadata; Data WarehouseArchitecture; Diffe
Types of Architecture;Data Warehouse and DataMarts;
Warehousing Design Strategies.

2 Dimensional Modeling 1,3 06
Data Warehouse Modeling Vs Operational Database Mode
DimensionalModel Vs ER Model; Features of a Good Dimensi
Model;, The StarSchema; How Does a Query Execute?
Snowflake Schema; Fact Tablesand Dimension Tables; The Fg
Fact Table; Updates To DimensionTables: Slowly Chan
Dimensions, Type 1 Changes, Type 2 Changes,Type 3 Cha
Large Dimension Tables, Rapidly Changing or LargeSlq
Changing Dimensions, Junk Dimensions, Keys in
DataWarehouse Schema, Primary Keys, Surrogate Key
Foreign Keys;Aggregate Tables; Fact Constellation Schem
Families of Star.

3 ETL Process 1,23 |06
Challenges in ETL Functions; Data Extraction; Identification
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DataSources; Extracting Data: Immediate Data Extrag
Deferred DataExtraction; Data Transformation: Tasks Involve
Data Transformation,Data Loading: Techniques of Data Loa(
Loading the Fact Tables andDimension Tables Data Quality; Issl
Data Cleansing.

Online Analytical Processing (OLAP)

Need for Online Analytical Processing; OLTP V/s OLAP; OL
and Multidimensional Analysis; Hypercubes; OLAP Operati
inMultidimensional Data Model,OLAP Models: MOLAP, ROLA
HOLAP,DOLAP;

1,3,6,9

04

Introduction to data mining
What is Data Mining; Knowledge Discovery in Database (KD
What canbe Data to be Mined, Related Concept to Data Mining,
MiningTechnique, Application and Issues in Data Mining

1,3,4,5

02

Data Exploration
Types of Attributes; Statistical Description of Data; D
Visualization;Measuring similarity and dissimilarity.

1,7

02

Data Preprocessing

Why Preprocessing? Data Cleaning; Data Integration;
Reduction: Attribute subset selection, Histograms, Clustering
Sampling; Data Transformation & Data Discretizati
Normalization, Binning, Histogram Analysis and Concept hiera
generation.

1,8

Classification
Basic Concepts; Classification methods:Decision Tree Indud
Attribute Selection Measures, Tree pruning, Baye
Classifcation: Naive Bayes’ Classifier, Prediction: Structure @
regression models; Simple linear regression, Multiple i
regression, Model Evaluation & Selection: Accuracy and E
measures, Holdout,Random Sampling, Cross Valida
Bootstrap; Comparing Classifierperformance using ROC Cu
Combining Classifiers: Bagging, Boosting, Random Forests.

1,4,8

06

Clustering

What is clustering? Types of data, Partitioning Methods
Means, K-Medoids) Hierarchical Methods(Agglomerative
Divisive, BRICH),Density-Based Methods ( DBSCAN, OPTICS

1,4,8

06

10

Mining Frequent Pattern and Association Rule
Market Basket Analysis, Frequent Itemsets, Closed Iten
andAssociation Rules; Frequent Pattern Mining, Efficient
Scalable Frequentltemset Mining Methods, The Apriori Algorit
for finding Frequentltemsets Using Candidate Generation, Gene
Association Rules fromFrequentltemsets, Improving the Efficiend
Apriori, A pattern growthapproach for mining Frequs
Itemsets; Mining Frequent itemsetsusingvertical data formats; M

1,4

08
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closed and maximal patterns; Introduction toMiningMultile
Association Rules andMultidimensional associationRules; F
Association  Mining to  Correlation  Analysis,  Patte
EvaluationMeasures; Introduction to Constraint-Based Associ
Mining.

Total | 48
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