| Course Code | Course Name | Teaching Scheme (Hrs/week) |  |  | Credits Assigned |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | L | T | P | L | T | P | Total |
| MCA 25 | Probability and Statistics | 3 | 1 | -- | 3 | 1 | -- | 4 |
|  |  | Examination Scheme |  |  |  |  |  |  |
|  |  | ISE |  | MSE | ESE |  |  |  |
|  |  | 10 |  | 30 | 100 (60\% Weightage) |  |  |  |


| Pre-requisite Course <br> Codes | Discrete Mathematics (MCA13) |  |
| :--- | :--- | :--- |
| Course Outcomes | CO1 | Distinguish between quantitative and categorical data |
|  | CO2 | Apply different statistical measures on various types of data |
|  | CO3 | Identify, formulate and test hypothesis problems |
|  | CO4 | Analyze different types of Probability and their fundamental <br> applications |


| Module | Unit | Topics | Ref. | Hrs. |
| :---: | :---: | :---: | :---: | :---: |
| 1 |  | Measures of central tendency \& Measures of Dispersion | 1 | 4 |
|  | 1.1 | Continuous Frequency Distribution |  |  |
|  | 1.2 | Histogram, Frequency Polygon, Stem and leaf diagram, |  |  |
|  | 1.3 | Arithmetic Mean, Geometric mean, Harmonic mean, |  |  |
|  | 1.4 | Range, Quartile Deviation, Mean Deviation, |  |  |
|  | 1.5 | Box whisker plot, Standard Deviation, Coefficient of |  |  |
| 2 |  | Skewness, Correlation and regression | 1,3 | 6 |
|  | 2.1 | Karl Pearson's coefficient of Skewness, Bowley's coefficient of Skewness, Scatter Diagram |  |  |
|  | 2.2 | Karl Pearson's coefficient of correlation, Spearman's rank |  |  |
|  | 2.3 | Linear Regression and Estimation |  |  |
|  | 2.4 | Coefficients of regression |  |  |
| 3 |  | Skewness and Kurtosis | 2,7,8 | 8 |
|  | 3.1 | Hypothesis, Type I and Type II errors, |  |  |
|  | 3.2 | Tests of significance- Student's t-test:Single Mean, |  |  |
|  | 3.3 | Paired t-test |  |  |
|  | 3.4 | Chi-Square test:Test of Goodness of Fit, Independence Test |  |  |
| 4 |  | Axiomatic Approach to Probability | 4 | 6 |
|  | 4.1 | Random experiment, sample space, events |  |  |
|  | 4.2 | axiomatic Probability |  |  |
|  | 4.3 | Algebra of events |  |  |
|  | 4.4 | Conditional Probability, Multiplication theorem of |  |  |
|  | 4.5 | Independent events |  |  |
|  | 4.6 | System reliability, Baye's Theorem |  |  |
| 5 |  | Random variables and Distribution Functions | 4,5 | 6 |
|  | 5.1 | Discrete random variable |  |  |
|  | 5.2 | Continuous random variable, Two-dimensional random |  |  |
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