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N.B.: (1) Question No.1 is compulsory.
(2) Solve any four questions from the remaining six questions.
(3) Figures to the right indicate full marks.
(4) Make suitable assumptions where required.

1. (a) Explain CDF and PDE
(b) Explain equalization.
(c) Compare BPSK and OPSK.
(d) Explain Shanon Hartley theorem.

2. (a) What is conditional probability? Derive an expression for conditional probability. 10
(b) A certain random variable has the CDF given by :- 10

Fx(x) = 0 for x ~ 0
= Kx2 for 0 < x ~ 10
= 100 K for x > 10

(i) Calculate the value of K.
(ii) Find the value of P(x ~ 5) and P(5 < x ~ 7).
(iii) Plot the corrosponding PDE

3. (a) Explain in detail the various noises and sources of signal loss. 10
(b) Draw the block diagram of a PCM system. What is the drawback of PCM and 10

how is it overcome in Delta modulation ?

4. (a) Draw a block diagram of a QPSK transmitter and receiver and explain it's 10
functioning.

(b) Compare the following :- 10
(i) IS I and IC I
(ii) Systematic and Non-systematic codes.

5. (a) Explain Minimum Shift keying with the help of a neat sketch.
(b) Explain Syndrome decoding for cyclic codes.

6. (a) Derive an expression for P(e) of the Integrate and dump receiver. 10
(b) Construct the (7,4) linear code word for the generator polynomial 10

G(D) = 1 + D2 + 03 for the message bits 1001 and find the checksum for
the same.

7. Write short notes on :-
(a) Eye Pattern
(b) Public Key Cryptosystem
(c) Ouobinary Encoder.




